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Cardiovascular diseases (CVDs) remain the leading cause of 
mortality worldwide, often due to late detection and prevention. 
Heartcare aims to leverage predictive analytics to facilitate early 
detection and prevention of heart diseases. By integrating 
machine learning algorithms such as Decision Trees, Random 
Forests, and Logistic Regression, Heartcare provides healthcare 
professionals with a powerful tool for patient health monitoring. 
This study focuses on developing a predictive model to assess 
heart disease risk using patient-specific data, such as age, sex, 
BMI, and lifestyle factors. The outcomes will enable healthcare 
professionals to make informed decisions, potentially saving lives 
and reducing healthcare costs.  
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1. Introduction 
Heart disease remains a significant global health concern, accounting for approximately 31% of all deaths 

worldwide (Vaduganathan, 2022). Despite the advancements in medical technology and treatment options, the 

prevalence of heart disease continues to rise, particularly in low and middle-income countries (Qureshi,2021). 

Early detection and effective management of heart disease are crucial for improving patient outcomes and 

reducing the burden on healthcare systems (F Ali, 2020). 

Traditional risk assessment tools, such as the Framingham Risk Score, have been widely used to estimate an 

individual’s risk of developing cardiovascular disease. However, these tools often rely on a limited set of risk 

factors and may not capture the complex interplay of various physiological, genetic, and lifestyle factors that 

contribute to heart disease development (JH Law, 2023). 

Recent advancements in machine learning and artificial intelligence have opened new avenues for developing 

more accurate and personalized prediction models. These models can integrate diverse data sources, including 

electronic health records, genetic information, and real-time monitoring data from wearable devices, to provide 

more comprehensive risk assessments (Udegbe, 2023). Several studies have demonstrated the potential of 

machine learning algorithms in predicting heart disease risk. For instance, (Li, 2024) developed a machine-

learning model using electronic health records that outperformed traditional clinical risk scores in predicting 

cardiovascular events. Similarly,(D’Ancona, 2023), showed that deep learning models could accurately predict 

the risk of coronary artery disease using cardiac CT images. 
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Despite these advancements, challenges remain in developing and implementing heart disease prediction 

models. These include ensuring model interpretability, addressing potential biases in training data, and 

integrating predictive tools seamlessly into clinical workflows (Prabhod, 2023). Additionally, there is a need 

for models that can provide continuous risk assessment and early warnings of potential cardiac events, 

leveraging data from wearable devices and remote monitoring systems (Hughes, 2023). 

This project aims to address these challenges by developing a comprehensive heart disease prediction model 

that incorporates diverse data sources, utilizes advanced machine learning techniques, and presents results 

through an intuitive web application. By doing so, it seeks to contribute to the ongoing efforts to improve the 

early detection and management of heart disease, ultimately reducing its global impact on public health. 

1.1 Literature Review 

Heart disease, also known as cardiovascular disease, encompasses a range of conditions affecting the heart and 

blood vessels, including coronary artery disease, strokes, heart attacks, and arrhythmias (Vagare, 2024). It 

remains the leading cause of death globally, responsible for approximately 17.9 million deaths annually, 

accounting for 32% of all deaths worldwide (Gaziono, 2022). Major risk factors include hypertension, high 

cholesterol, smoking, obesity, physical inactivity, and diabetes, along with age, gender, and genetics. Early 

detection and intervention are essential to mitigate severe health outcomes, yet many cases go undetected until 

they reach advanced stages. Predictive tools have emerged as crucial in identifying risks early by assessing 

factors like cholesterol levels, blood pressure, and lifestyle habits, allowing for timely and personalized 

management (Ullah, 2023). 

The rise of predictive analytics in healthcare has really empowered the sector to adopt transformational ways 

of preventing and managing diseases. Predictive analytics makes use of machine learning techniques to forecast 

health events, such as outbreaks of diseases, patient readmissions, and chronic disease progressions, by using 

historical and real-time data (PM Nerkar, 2023). This data-driven approach not only improves patient care but 

also reduces costs and enhances operational efficiency. For heart disease, predictive models analyze data from 

patient medical histories, genetics, and lifestyle factors to estimate risks, offering healthcare providers tailored 

strategies for prevention (Freitas, 2023). Algorithms like Logistic Regression, Random Forest, and Neural 

Networks have proven effective in capturing complex patterns, with the potential to identify at-risk individuals 

and enable proactive interventions (H Yang, 2023). 

Despite advancements, traditional tools like the Framingham Risk Score, which estimate 10-year 

cardiovascular risk based on linear relationships, often fail to capture the complexity of heart disease (Gray, 

2023). Recent models, including Decision Trees and Random Forests, address these limitations by uncovering 

non-linear relationships and improving prediction accuracy. Neural networks learn the subtlety of the pattern 

in the data but often require large data and substantial computational resources (Khan, 2023). Machine 

learning-based research on the Cleveland Heart Disease Dataset and the Framingham Heart Study promises 

more accurate, scalable, and pragmatic solutions for real-world application, as evident from these studies. 

However, several challenges remain, such as interpretability and clinical integration. 

High-quality datasets and advanced algorithms are critical to improving predictive accuracy and practical 

application. Data preprocessing, such as cleaning and feature selection, ensures that models deliver reliable 

insights (Pan, 2023). While methods like Random Forests and Neural Networks have shown significant 

promise, the choice of algorithm often depends on factors like dataset size, feature complexity, and the trade-

off between accuracy and interpretability (Misra, 2023). Models must be continuously evaluated using metrics 

like accuracy, precision, recall, and F1-score to optimize performance. Incorporating real-time monitoring data 

from wearable devices and electronic health records could further refine these models, enabling continuous 
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risk assessment and early intervention, ultimately improving outcomes in heart disease management (Hughes, 

2023). 

2. Research Methods 

The methodology outlines the necessary actions to achieve the goals of the project. Preliminary research, 

information gathering, data collection, data preparation, design and implementation, system development, and 

documentation are a few of these phases. Table 1 below shows the research questions and objectives for this 

project. This will serve as the basis for identifying the phase needed to obtain the methodology for this project. 

 

Table 1. Research Questions and Objectives 

Research Questions Research Objectives 

1. What variables and guidelines are essential for predicting 

heart disease using machine learning algorithms? 

To identify the variables and guidelines 

used to predict heart disease 

2. How can we design an effective machine-learning model 

that accurately predicts heart disease? 

To design a machine learning model that 

can predict heart disease 

3. What are the best metrics for evaluating heart disease 

prediction models, and the key requirements for developing 

an accessible prototype system? 

 

To evaluate the performance of the machine 

learning model and develop an accessible 

prototype system 

          

Figure 1 shows the research flow of the projects. The phases start with preliminary study, knowledge 

acquisition, data acquisition, data pre-processing, design prediction model, model training and testing, system 

design, system development, system development, system evaluation, and documentation 
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Fig. 1 Research Methodology 

 

The research is structured, starting with data collection to develop a heart disease prediction system. In this 

regard, 304 anonymized patient records containing key health indicators such as age, sex, cholesterol levels, 

and chest pain type were sourced from reliable repositories like Kaggle and the UCI Machine Learning 

Repository. These datasets provide the foundation for training and evaluating machine learning models. 

 

Fig. 2 Dataset of Heart Disease 

 



327 
 

Preprocessing of data was done by cleaning the data, handling missing values, normalizing continuous features, 

encoding categorical variables, and outlier detection. The dataset was split into training and testing to validate 

the performance of the models for accurate predictions. This step is important in letting machine learning 

algorithms learn effectively. Figure 3 shows a snippet of Python code used for data pre-processing. 

 

 

Fig. 3 Data pre-processing using Jupyter Notebook and Python 

 

The algorithms used in model development to predict heart disease outcomes include Logistic Regression, 

Decision Trees, and Random Forests. The models were trained using the pre-processed dataset, with 

techniques such as cross-validation and hyperparameter tuning employed to optimize metrics, including 

accuracy, precision, recall, and F1-score. The best model selected was based on its evaluation results for 

deployment. As shown in Figure 4, a model comparison between 3 algorithms shows that Random Forest has 

the highest accuracy out of the 3 algorithms.  

  

 

Fig. 4 Model comparison of the chosen algorithms 

 

It includes the integration of the trained model into the web application, both for the front end with Next.js and 

the back end with Django, which allows the user to input health data for immediate predictions in a very user-

friendly format. Much attention was paid to the security and privacy concerns regarding the processing of 

sensitive data. The system has been fully tested for the correctness of the predictions and for providing a 

seamless user experience. Figure 5 shows a web application design for Heartcare using Figma first before it is 

integrated in Next.js and Django. 
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Fig. 5 Web application design for Heartcare 

 

The final system evaluation measured the performance of both the model and the application using quantitative 

metrics, such as accuracy and qualitative user feedback. These evaluations led to iterative improvements in 

usability and accuracy. Thorough documentation was developed to support both end-users and developers, 

which will ensure clarity of understanding and support future updates. 

 

3. Result and Discussion 

 

The HeartCare system was able to accomplish the main objective of predicting heart disease risk with good 

accuracy. Different machine learning models were trained, evaluated, and compared on a dataset of 304 

records. Among all, the Random Forest algorithm was found to be the best-performing model with an accuracy 

of 83.52%, precision of 84.31%, recall of 86%, and F1-score of 85.15%. Other models, such as Logistic 

Regression and Decision Trees, have shown moderate performances of 81.31% and 71.42%, respectively. 

Below is a Table 2 to showcase the model’s performance for Heartcare. 

 

Table 2. Model Performance 

Model Accuracy Precision Recall F1 Score ROC-AUC 

Logistic 
Regression 

 
0.813187 

 
0.823529 

 
0.84 

 
0.831683 

 
0.876585 

Random Forest 0.835165 0.843137 0.86 0.851485 0.918537 

Decision Tree 0.714286 0.772727 0.68 0.723404 0.718049 

 

The web application of the system, built using Next.js for the front end and Django for the back end, integrates 

the trained machine learning model seamlessly. It allows users to input health data such as age, cholesterol 

levels, and chest pain type and get real-time predictions regarding the risk of heart disease. The prediction 

results indicate the risk involved, such as "Heart Disease Detected" or "No Heart Disease Detected," along with 

a confidence score for healthcare providers and patients to make appropriate decisions. Figure 6 shows the 

prediction result after inputting all the necessary details for Heartcare.  
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Fig. 6 Prediction Result of Heartcare 

 

4. Conclusions 

HeartCare epitomizes how machine learning can be leveraged to enhance the diagnosis and treatment of heart 

ailments early. The system provides a user-friendly web application that can make very accurate and actionable 

predictions using a high-performing Random Forest model integrated into it. This approach facilitates timely 

interventions and enhances decision-making by healthcare providers. While the system shows a promising 

result, future development, such as the addition of real-time data from wearable devices and ensuring diverse 

dataset representation, will further enhance the reliability and applicability of the system. HeartCare therefore 

marks one of the positive steps toward using technology in improving health outcomes and tackling this global 

challenge in heart disease. 
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